
Lecture 2

- Update on
enrollment

- More relaxed environment

- First half in person ,
the second half remotely

1 . Multi-armed bandits
B

1) - Introduced by
William R

.

Thomson in 1933.

- Name comes from 1950s by Mosteller
& Bush

studying
animal learning
-

-P 1T
2) Become popular in different applications

.

- adaptive experimental design

Crecognized by US Food & Drug Administration)

-> new recommendation

- dynamic pricing
C

- ad placement
-> e .g.



3)
.
A simple example & a naive approach.

r(a , ) ~ N (M, 1)

r(92) ~ N (M2
, 1)

It costs me $1 toRull the slot machine
once

I have $100 ,

what is the best strategy

to maximize the total
reward without knowing

1 , &Ac ?

-

Naive approach :

a, 25 times
- Try

- Try as 25 times

-Pull the one with higher empirical means for
the

- rest of 50 times.

- why it is not optimal ?

-when 1. = 10, 11 =
- 10·

-when
.
= 1, u1 = - 0 ,9

trade off to exploration & exploitation
.

- A better Algorithm :

Mi is in this
interval with

↑ ↓ I-s prob
- UCB : UC := M
-

A

- Why it is better ? When tal is larae Fi :



-What theoretical guarantee do we have ?

->I = Ja , ... Ah .

- reward of a:: Xai ~ P(x18i)
- Horizon : total # of pulls.

- policy : a mapping from the history data
-> distribution is action space.

hi- Ai

- Goal : maximize [A]

e.g .

UCB : history data
At the beginning of

each round is

C is summarized by 15%, 91) ,,

At = max3

- regret : Rn = maxMa
- Eat a

E min regrett

-> Thm > K-armed 1-subgaussian bandit prob ,

for horizon n , if 5: , then

Rn = muMa-E[x] Si +Ii: Di > 0
(where : = Mi - man



High-level idea : WLOG , M is the optimal own

- When the regret so ? When suboptimal arm is I
will be selected

selected at least one of them happens.

UCB : (t-1) Mx ->
When this happens sufficiently large ,

UCB : -> Ui < M+ andthen it
won't happen

2) UCBixst-1) < 1x -> this will unlikely happen
bla

UCB istn ucD of it the arm .

It happens
when WCB : > UCB,

① UCB ,
>M ,
- this happens up

.

1- a

ULB : > UCB ,
>MI

has an upper
ba ?
-

↑↳ why the # of
times this will happen

subguassion
could give

it an explicit upper
U(B :
-> Mi < 1, -> X

bd
.

& WCB ,
< M . & this happens up. E



"good event
"

↓
TheVCB value of the optimal arm is always > n.

↳ Gi = 1 M ,>UCB
,

st , 63 1 Gin:ElogE M
-
The empirical mean of ith arm

with us pulls.
ui to be determined later. ↑

After Vi pulls of
& key pt : exploring i-th arm Ui times

,
As UCB is

i-tharm ,
its

smaller the the smallest veB for optimal arm.
UCB value < M ,

We will slow two things :

1)
. If Gi occurs , then armi

will be played at most

Ui times : Tick) Mi

4
.
The G2 occurs with

low prob . PSG ; ) > n8 +
=

&
holds for Mi , < 10, 1)

2) EITICUST EITIM
/Gins] + EITIN) (GiCus]

: + 1(G; u) n

Ki + (1) + e
- C

plug in : =[ cituin ,

always
holds 7

.

&6th

1-
2c/(1-2)

=> EITION] =T + n

plug in c = I

=> [Tic] = 3+

= :Elimi = 30+



- proof of 1

- proof of 2).

-

Intro of 5-subguassian

-generalization

: Contraction
: If itharm

is pulled untimes, then SCRIS
it won't be pulled anymore

=t

If Tini =>Fict-1) = :
,
A+= i

> UCB : H ,
6) = -1)+
= in+
-

< M,
< UCB , t - 1

, 8)

=> At = argmay U(Bj H
- 1
, 5) i

+ . = M.M
UCB ,

#,)] Si+ SMD
-

-- B
A

↳at least one of USB ,
value is less tha M,

↳ P( + ](-
-
> EP(u ,

3+
e

↑EnS
when first arm follows 2-subguassian ,

This prob & S



B = 1) (in + T sa . )
↓
want the empirical mean close to true mean whp

=
-
-

U: large enough S. t. < (1-2) (M .
- Mi)

↑

& IP (in-mi :) forc determined later

22

i- ↳ when the i-th arm follows 1-subguassion .

-

L
2

The prob has this upper bd .

Mini Mi is subquassion C

u:?

P(G ; ) = n6 + E
-

Formal Def
-> Ele

* ] for EXER
-

-<

↳ 0-subguassian
: ↳

& J# P(X >3) C - P(X - a) =
useful ineg.

Property of 5-subguassian :

& NEX] <52 ,

② CX is KIT-subguassion

③ If Xi ,
Xc are 5, , 52

- subguassian

then +Xc isit-subguassion

Lemma : Define <Xil ,, are i
.

i
.
d with [xi) = 1. <

then

If Xi-1 B 5-subguassian,

n - 1 = Xi is - sub guassionOn

&(x ) OP(X -a) = e-



Thm > K-armed 1-subgaussian bandit prob ,

for horizon n , if 5: , then

Rn = 8 enlogins + 50 :

of : Rn =

= :Ition)

= Z : EITics]
+ I 50:+i <

= n +
[login

+ ISo,i
-

J

& 8 Tinlogins + 558 ;E

--
- -

-

How to Obtain Fue-CBFor 5-subguassion .

P(M > ++ C) > 6

PC n (-) = 6 => = log(E)

=> c
= logcs

S smaller ->> more exploitation

UCB Algo T S I larger -> more exploration

UCB : (t+, 5)
=

40+
Empirical meanis Upper bound for I-subguassion

HW : Try UCB on NCM, )
, N(MN) for different = M.

-M

Bon (p . ) , Bor(pc) ·

for differet 0 = P . - pc.


